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L @bstract "#$%8&'()$%*+'#,,)-. |

The developmentsealised in OASISMCT to improve itgparallel efficiencyare detailedThese
will be available in the next relea®@ASIS3MCT_4.0 plannedor spring2018 The most
important improvements concern the communication sclamehehybrid MPI+OpenMP
parallelisation of th&pherical Coordinate Reapping and Interpolation Packa@CRIP

library. The new communication methaghichcannow usehe mapping weights to define the
intermediate mapping decompiian, takes longer to initializbut offers significant gain at run
time, especially fohigh-resolution cases running on a high number of talks parallelisation
introduced in the SCRIP library fthe mapping weight calculatiallowsa reduction in the
weight calculation time of ® 3 orders of magnitud®r high-resolution gridsAlso, significant
gainsareobtained in the initialisation phase by updating MCT library from version 2.8 to
2.10.betalandadditional debuggingNew methodsntroduced in th€€ ONSERVpost
processingperationensuring the global conservation of the couphieldslower the calculation
costs byone order of magnitudshile still ensuring good level aéproducibility Finally,
additional results obtained witlls-ENES2 coupling technology benchmagkowthatOASIS3
MCT performs as well as, and even better at very high number of cores, than other coupling
technologiesand that its behavioun Marconi KNLis fully satisfactory.

?@'#$%&'("#& Results!

Thedifferent developments realisedthe last 24 monthsnsue that theparallel performance of
thenext official release of the coupler, OASISECT 4.0, will begreatlyimproved.

First, a new communication methagsing the remapping weights to define ithtermediate
mapping decompositiomffers a significangain at run time, especially for highsolution cases
running on a high number of tasks, thanks to reduced communiddt@rever, a expectecthe
newmethodtakes longer to initialize, partijue to the fact that the mappingigt file has to be
read tvice but alsalueto the extra codor theinitialization ofthe differentMCT routess (see
section 4.1.4 for details)That initialization cost is largely mitigated by an upgrad@@r
2.10.betalvhich reduces the penalty few seconds Generallyit shouldbe worththe extra

initial cost to speed ugherun time.Of course, the balance between itherease ofnitial coss

and the gain obtained at runtime has to be evaluated for each real coupled system because it
strongly depends on tiepecific copled configuratiorand on the length of the run.

Second the hybrid MPI+OpenMP parallelisation of the SCRIP lif@gviously fully
sequentialjeads to great improvement in the calculation of the remapping weigdigsesults
obtained hereshowa redudbn in the weight calculation time oft® 3 orders of magnitude with
the new parallel SCRIP library for higksolution gridsThisimportantimprovement let us
envisagadynamical couplingimplying runtime weightomputationwith OASIS3MCT.

Third, thenew methods introduced in tighobal CONSERYV operation reduce d@lculation
costs by one order of magnitude while still ensuangappropriatéevel of reproducibility This
removes the bottleneck foreseen at high resolution with this important, favd cases still
unavoidable, global operation.

Page 5



Finally, additional results obtained wit8-ENES2 coupling technology benchmaskewthat
OASIS3MCT performs as well as, and even better at very high number of cores, than other
coupling technologieand hat its behaviour on Marconi KNL is fully satisfactpay least for the

case tested.

A@roject objectives!

Given thekey role that the OASISBICT coupler plays in the efficient executiohnumerical
simulatiors based on Earth System Models (ESMsis delverable contributes directly and
indirectly to the achievement afvast majority othe macreobjectives and specific goals

indicated in section 1.1 of the Description of the Action:
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O @etailed report on the deliverable!

We describe here the developments done in the OABIGB coupler during the last 24 months
to improve it parallel efficiency. The most importantprovementgoncern the communication
scheme, whicleannow usethe mapping weights to define the intermediate mapping
decompogion, and the hybridPI+OpenMPparallelisation introduced in the SCRIP library for
the mapping weight calculationThese featuremre desribed in section 4.1 and 4r@spectively
Efforts were also spent to improve theuplinginitialisationphasewith the update of the MCT
library from version 2.8 to 2.10.betaThegains obtained and additional debugging are
presented in section 4.8ection 4.4 then details thptomisationand the new options introduced
in the globalCONSERYV operationAdditional results obtained witls-ENES2 coupling
technology benchmarksither testing new options or running on Marconi Kidte described in
secton 4.5. For completeness, section 4.6 presents additional minor developments achieved
during the period.

Along the textwe often refer to the OVHROVHR_oppdec@ HR_tutorial test cases. These
described in AppendiR, while Appendix Billustratesthe new mapping decomposition options
discussed in section 4.1 and Appendigr€sent the survey sent to OASIS users on coupling
multi-threaded codes (see section 4.2.1).

O@I@SY%P&HB()*(+*#,-*.(%%/)$.'#$()*01*/&$) 2*# Aiapping!
I"#$%&' (&) (*"+#,"(&%" (#,&"-."*#/&"(./00#,3decomposition!

O@L@L @Dverview!

In OASIS3MCT, the remapping (also known as regridding or interpolation) and exchange of the
coupling fields are done following specific steps. The remapping can take place before the
coupling exchange on the soa component task$MAPLOC = src in thenamcouple

configuration filg or after the coupling exchange on the target componerst&gd PLOC =

dst, implying the steps between brackets in what follovis)perform the remappin@ASIS3

MCT creates ®mappinglecompositio® of the target grid on the source $d#fe source grid

on the destinatiotasks]. In OASIS3MCT _3.0, this mapping decomposition was always done
assigning each target grid point to a source task [each soudgmant to a target task] in a

trivial 1-dimensionnaway (SNMAPDEC = decomp _1d). In OASIS3MCT_4.0 amore optimal
mapping decompositiowill be availablebased othe mapping weightsSNMAPDEC =

decomp wghtfile) such that target grid point iassociatedvith the source task which holtise
source grid poirgneeded for the calculation of itserpolatedvalue[such that sourcegrid

pointis associated witl target task which contains the target grid poattsh will use itfor

the calcul#ion of thar interpolated value]. Faremapping performed on the source tasks, a
sparse matrix multiplication using the mapping weights will be perfofiredo transform the
source coupling field from its source decomposition to the mapping decdimpadithe target

grid on the source task3hen the coupling field irearranged from that mapping decomposition
on the source tasks to the target decomposition on the targefEsk&mapping performed on
the target tasks, the coupling detéirst rearranged from the source grid decomposition on the
source tasks to the mapping decomposition of the source grid on the target tasks and then the
sparse matrix multiplicatiois performed on the target tasks to transform the coupling field from
the mapmg decomposition to the target decomposition].
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An illustration of the different communication steps decomp_1d anddecomp wghtfile
methoddor a very simplecase is showin Appendix B We caninfer from this illustrationthat,
even if it might besomewhat more costly in the initialisation phagepmp wghtfile leads to
reduced coupling run time as the rearrangerbetween the source decomposition and the
mapping decomposition [between the mapping decompositidthe target decomposition]
assocated with the sparse matrix multiplication is much sim@erformance testsomparing
decomp 1d anddecomp wghtfile werecarried oufor theHR_tutorial andVHR_oppdeacases
and astudy ofthe impact on the initialisation time was also realis€dese e presented in the
next subsections.

O@L@7?@Results for the HR_tutorial case !

We first present the results for the HR_tutoriat tase(see Appendix A)which is a realistic
case and therefore represents the gain that one can hope to get in a realisticncodeleThe
tests were done with OASISBCT SVN branchc17b r206%n Bullx beaufix at MZtZ&rance
using the Intel 16.1.150 compiler and the Intelmpi 5.1.2.150 MPI libfaifferent runs were
performedwith the number of cores/tasks per component éetwd and 10000. Results are
shownatFig. 1.

Impact of OASIS3 version for HR_tutorial on beaufix - coupling exchanges
1 T

OASIS3-MCT_3.0 —&—
OASIS3-MCT_4.0 decompld
OASIS3-MCT 4.0 wghtfile —v—

0.11%

Time (s)

10 100 1000 10000 100000
Number of cores per component

0.001
1

Figure 1: Time for a pingpong exchange with respect to the number of
tasks/cores used for each component for the HR_tutorial case, for the previous
OASIS3MCT_3.0 version (dark blue) and for the brantil7b r2069
activatingdecomp 1d (light blue) ordecomp wghtfile (red) methods that will

be available in the next OASISBCT_4.0 release.

We see that théecomp wghtfile method offers an important gain, especiédiya number of
cores of O(1000) ankigher. For 10240 tasks/cores per component, the-porgg time with
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decomp wghtfile (0.0055) is 24%vetter tharwith decomp 1d (0.0073), which is already 35%
better tharthe pingpong time obtained with the previoGASIS3IMCT_3.0official release
(0.0113 (branch OASIS3VICT_3.0_branch r1962).

The impact on the initialization phase is shawnFig. 7.There is some variation with respect to
the number of cores and it is hard to conclude in this case if the initialization time is generally
higher for one metid or for the other.

O@L@A@esults for the VHR_oppdec case !

We alsoanalysed the performance differences betwkeomp 1d anddecomp wghtfile for the
more extreme VHR_oppden Bullx beaufixin the same conditions than for the HR_tutorial
case. Results are shown on Fg.

OASIS3-MCT_3.0 —a—
OASIS3-MCT_4.0 decompid
OASIS3-MCT_4.0 wghtfile —v—

| =V

AN A
0.01

Time (s)

0.001
1

10 100 1000 10000 100000
Number of cores per component

Figure 2: Time for a pingong exchange with respect to the number of
tasks/cores used for each component for the VHR_oppdec case, for the
previous OASIS3aMCT _3.0 vesion (dark blue) and for the brantdi7b r2069
activatingdecomp 1d (light blue) ordecomp wghtfile (red) methods that will

be available in the next OASISBCT_4.0 release.

The gain offered by théecomp wghtfile method is, as expected, even more stghkmthiscase
with a reduction of 78 reduction irthe pingpongexchange time at 10240 coffes
decomp wghtfile (0.0032) with respect tdecomp 1d (0.0144)

The impact on the initialization phase is shown on Fidt&igh number of coreshe
initialization time issensiblyhigher fordecomp wghtfile than fordecomp 1d but the difference
seems to gets smaller at very high number of cores.
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O@L@O@ "#%%' () the initialisation !"#$ for the VHR case !

A study on the impact afecomp wghtfile compared telecomp 1d on the initialisation timevas
also realisedor the VHR test case. These results are detailed in Craig & Valcke(@0d® if
thisreportfocuses on the differenae the initialisation time using eithédCT 2.8 orMCT
2.10.betalsee section 4.3.1). The tests were donMa@itZeFranceBullx beaufixwith 1600 and
3600 tasks per componeit,the same conditiorssabove(Intel 16.1.150 compiler and Intelmpi
5.1.2.150 MPI library)Differenttiming measures aggesented in this repomwith the following
observations with respect to thecomp 1d/decomp wghtfile comparison

The timeto initialize the mapping decomposition of the target grid on the sourceigasks
~40 times on 1600 tasks antl0 timeson 3600 tasksnore expensivéor

decomp wghtfile than fordecomp 1d (even ffit is still only aboutl seondon 3600

tasks) Because of the extra complexity of tii@pping decompositionis is likely

caused by the MPI cost of sending many shorter messages and handling multiple
segmentper taskcompared to théecomp 1d case

There is notaclear difference in the cogi read the mapping weights filer

decomp 1d versusdecomp wghtfile but, overall,decomp wghtfile is always more

expensive because the mapping file has to be read (wvice before the mapping
decomposition taking into account the source decomposition andaimeg into

account the mapping decomposition after it is defined) instead of only once for

decomp 1d. But overall it always takes less than 5 sec for the twdimga.

With MCT 2.8, the cost to compute the router between the source decomposition and the
mapping decompositiois ~50 timegreater for thelecomp wghtfile versis decomp 1d

for 3600 tasks and80 time greatefor 1600 tasks But with MCT 2.10.betalthis is

reduced to ~8 time®.6-0.8 secland~10 timeg0.5 secyespectivelyindeed,

decomp wghtfile results in a much more complicated mapping decomposition with many
segments and the number of segments plays an important role in the routeraitnitraliz
cost.

Thecost associated with computing a router between the mapping decomposition of the
target grid on the source tasks and the target decomposition of the target grid on the target
tasksis higher fordecomp wghtfile compared telecomp 1d. With MCT 2.8, the cost is
~40times greater for thelecomp wghtfile for 3600 tasks and Baimes greater forl600

tasks Butwith MCT 2.10.betalthis is reduced te4 timesfor 3600 tasks and ~tBnes

for 1600 taskgconsidering here the runs withig metha for reading the weights)

being for all cases less than 8 seconds.

Theruntime sparse matrix multiplsost is between 20% and 40% lower for 1600 tasks
andO(10) times lower for 3600 tasks fdecomp wghtfile cases compared to

decomp 1d, becauselecomp wghtfile minimizes the rearrangement. This translates
directly into reduced run loop cost, which is abitwgt samedor 1600 tasks butetween

~3 times (MCT 2.8and ~2 times (MCT 2.10.betal) smaller for 3600 tésks

decomp wghtfile cases compardd decomp 1d.
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While the initialization cost fodlecomp wghtfile is higher in this case thafecomp 1d, it is
important to realize that the total initialization timearsywayonly few seconds or less, and
that cost should be recovered quickly for typjmadduction length coupled simulations.

O@L@P@#$%&'("#')!
Thegeneral conclusion is that thewdecomp wghtfile method, using the remapping weights to
define the mapping decompositiongdeed offers a significant gaiaspecially for high
resolution cases nming on a high number of taskisanks to reduced communicatilomked to a
much simpler rearrangement in the sparse matrix mukiptyn time (even if the computation of
the corresponding router takes more time at initialization, as noted abloved\er, the new
decomp wghtfile takes longer to initialize, as expectedrtly due to the fact that the mapping
weight file has to be read twice but is also related to the extrdardbie initialization of the
mapping decompositioand ofthe sparse matrimultiply, and for the initialization of the router
between the mapping decomposition and the target decomposition. However, while those
increased costs can kdatively highwith MCT 2.8 MCT 2.10.betahas mitigated the absolute
cost tofew seconds. So in general, those cshtsuldbe small enougbothat for production
runs, it will be worth spending extra time during initializatimhich by definition happens only
onceat the beginning of the rut) speed upherun time.Of course, thdalance between the
increased cost of the initialisation and the gain obtained at runtime in the coupling exchanges has
to be evaluated for each real coupled system because it strongly depends on the specific coupled
configuration (grids, decompositiomsymber of coupling fields, etc.) and on the length of the
run.

O@P@S%Q"#I%&' (" 1"#'$$%P&" (&% & &1 "# !
O@?@L@ntroduction!

Producing a mulithreaded version of OASISACT canbe understood idifferentways
Intensediscussions and exchanges took plbetween OASISBICT developers to first define
what would be optimal to achieve during ESIWACE given the cuusstneedsandthe
allocated funding. This discussion is availablelior in the Redmine issue #1223
(https://inle.cerfacs.fr/issues/1248gin requiredl

The full and global multithreading of the coupler, in which each thread of attmd&ded
modelwould perform all coupling actions (i.e. definition of its partition of the global field,
sending and receiving of its local coupling field array, etc.) was soon discarded, as it would
imply in particular multithreading of the MCT library itself which wasarly outof-scope.

Then modifying the API of OASISBICT to ensure that it would be thread safeen called

from hybridMPI+OpenMPmodels even without multithreading OASISACT itself, was
consideredBut it was then analysed that the modificationsiimegl would be very dependent on
the layoutof the hybrid parallelisation dhe model, on the structuré the coupling field and/or
on maniplations done on the code arragextract the coupling fiekdn the multi threaded
region. So before stamg any implementation or prototyping, OASKMBCT userswere

surveyed and asked to shémneir experience and expectations about coupling ftiukiaded
codes. A general mail was sent to the OASIS user mailing list but only 3 groups provided
feedbaclon thesurvey (see Appendix C).df the MaxPlanck Institute in Hamburg, the
coupling interfacing iflandledoutside threaded regions and there was no indicatiothikat
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could change in the futureoFthe MetOffice, the coupling interfacing is also death outside
threaded regionand @en if there are no real plans to change this, option c) from the survey
could be envisaged in the future. IPSL is the only known group calling OASIS API inside an
OpenMP threaded region with a strategy corresponding tdtigisurvey and they have
successfullydonethe OASIS3MCT interfacing themselves.

This low number of replies reveals that interfacing OASIB3T into threaded regions of
OpenMP models is currently not a high priority for the communitythattheras nota clear
set of requirement® addressThese first reflexions and interactions with the community
regarding the needs of multitading or thread safety in OASKEBBCT form a good basifor
futurework in this direction, buit was then decided, for ESIW@E, to concentrate our
parallelisation effort on the SCRIP library calculating tmappingveights This important
step, taking place in the initialisatipmase of the couplingyasobserved to beconuost
prohibitive for highresolutionmodek. Furthemore, interfacing with a parallel and efficient
library for the remapping weight calculation is an important first step towarnbartermgoal
for OASIS3MCT, i.e. transforming it into a dynamic couplérdeedsupportingmodels with
evolving gridswhich means that the remapping weidghse to be recalculated ¢he model
evolvez was discussed and considered importaming the last OASISBICT Advisory Board
meeting.

0@?@?@'# "#$%&' N"#'$$%$&"(&)*+),+(-Y%o+./012+H&3H"#4

This sulsectionsummarize the recent developments introduced in OABMCT SCRIP library
to enhancdts computing performance both sequential andybrid MPI+OpenMPmodesAll
these developmentseavailable in OASISMCT SVN branch Oeahybrid®d arepresented in
details in tle technical report Piacentini et al 20P&rformancemprovements, i.espeedup of
the calculatios by 2 to 3 orders of magnitudeere obtainedlor nearesheighboursbicubic,
bilinear and conservative interpolatio@are was taken durirthe implemerdtion to preserve
theremappingesultsper se and therefore rationalizatiorseveral algorithmghat were found
to be inexact in several cag@s particularthebin searclrestrictionfor some interpolations
was not introducedFuture options to adelss these shortcomingee however presented and
need to be further investigatdd.the mean timeDASIS3MCT_4.0will be modified to disable
faulty combinatios of options and th&Jser Guide will be updated to warn usabout features
thatcannotsafely be activatedna these are alstetailed below.

Rationale

Since its frst implementation in OASIS, the SCRIiBrary performs thealculation ofthe
remappingveights onlyonthe MPI master process of eamupledcomponent model. As
OASIS3-MCT-based coupled systems are usuabploited on supercomputers aard, for most
of them,parallelsed with MPI or evein hybrid MPI+OpenMPmode we decided to implement
a hybrid MP14OpenMP parallelisatioof the SCRIP librarylt relies on the MPI paralléyout
of the calling model but onlgnrolsone MPI process per nadehe number of OpenRlthreads
per node is set bydedicated environmenrtriable OASIS_OMP_NUM_THREADSndfor
optimum performance, it is recommended to set this variathetoumbenf cores of the node

The SCRIP interpolationsan be filed in two groups:= tonservative (1st and 2nd ordeahd 2
all otheas: bilinear, bicubic, distaneseighted and Gaussiameightednearesneighbair.
Interpolations of theecond typenainly follow the same procedurdé-or each unmasked target

! Seehttps://portal.enes.org/oasis/metrics/imagag-documents/20171220_OASIS_Advisory_Board_minutes.pdf
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grid point, a distance is calculated with all,(@hen a bin restriction is appliedijth a subset of)
source grid points to determine which saee the closest and could participate to the weight
calculation. It means that N independent calculations (with Mumber oftarget grid pointy can

be scattered to different nodes of the machine without majomunicatioroverheadOn this
outer loop, a MPI parallelisation @ne on every first core of each nobeaddition, to avoid
memory duplication of source grid point arrays, OperiMBad also parallelise the outer loop
on target grid points and share the sourcd goint related variables. Aftéine interpolation
weightcalculation by the different threg, results are copied shared variables and gathered on
the master process of the model.

The weight calculatiorprocedure is slightly differeribr conservativenterpolations Mesh
contourintersections are calculated tooth source and target gadls. Consequently, the
MPI+OpenMPhybrid parallelisation is done on two outer loops/éy source and target grid
cells). The search of neighbiocelk potentially intersected can be restricted using theatled
ObinO technique. In a second ste@mplenentary nearesieighbarr search can daunchedif
the user chooses the FRACNNEI optidmr) target gridcellsfor which nointersection with
unmasked source grall was foundandthis step isrow alsoparallelisedvith OpenMP.

The performance impr@ment obtained with the hybrddPI1+OpenMPparallelisation of the
SCRIP libraryis presented in the next paragrapl&ut firsta summary of thg@reliminary
analysisof the library, the optimisations that were introduced in the sequential code, and
additionalwork needed to suppottie parallelisationvill be presented

Binning strategy and bounding box definitionin the SCRIP library

A deep analysis of the SCRIP libramasfirst performedoefore implemerattion ofthe
parallelisation. This analysrevealed some flaws of the library, aas¢ as implemented in
OASIS. Some usagestrictions andbug fixes aralescribed here

In order to restrict the search loapger the grid cellén theinterpolation weight computation,
SCRIP introducea latituce binning strategysee details in Appendix 2 of Piacentini et al 2018).
Bins are meant to assiate index spans in both gnepresentationto latitude band3 he

binning splits the globat¥2,!/2] domainin NBINS of equal latitudinal extension, NBINS

being prescribed by the user. The lias therefore be used to target subsets of the grids before
performing further matching tests or brute force seardifesassociation betwegnid cells and
bins is based on thdaounding boxeswhich is defined athe rectangle in the longitudatitude
space that contains the cell or the bin grid cefixdl will be associated to a bin if their

bounding box intersect.

For the conservative remapping, the bounding box definition is based on the minimum and
maximumvalue of the grid cell corners, which is dust definition for all gridsBut for the

other interpolationszell corners are not required in OASIS ahd bounding box is estimated by
the relative position of the grickll centres First this means théte whole sphere is not covered
if the Northern and Southern most grid centres are not located at the poles. Second, the algorithm
used relies on the implicit hypothesis that the grid is Cartesian and stored with longitude
increasing first This introdu@s an error for other grigpes (except for the Gaussiaeduced

grid for the bilinear and bicubispecial casg see belowthat can leado wrong or incomplete
binning Indeed, for grids with latitude increasing fjravery bin would be associateath the
entireindex rangerpinusa few elements), with no effect on the optimizationraddition for
nearesneighbour, if the destination grid cell centre belongs to bin n, the search used.pms n
n+1 to select the range (on the source grid) fonthghbourcomputation For a large number

Page
13



of bins(leading to bins with small latitudinal extensiar)whensearchingor a large number of
neighboursuse of onlythree bingmay notbe enoughand the search could fail

For bilinear andicubicinterpolations from Gaussiafteduced grids, a specific algorithm is
implemented In that casghe number of binased to split the gridoincide with the number of
latitude circles in thgrid (minus one, to be precisendependently of the number of bins
indicated by the useiThe bin definition algorithm works fine but only if the Gausgiatuced

grid is stored from North to SoutHf this convention is not respected, the bins definition will not
fail but the intepolation will become a 4 distanegeighted nearesteighbourfor all target

points

In conclusion, the only robust implementation of the bin restriction is for the conservative
remapping for all grid types and for the bilinear and bicubic interpolatowriGaussiafreduced
grid stored from North to South. OASISBCT_4.0 will be modified to disable faulty
combinations and th®@ASIS3MCT_4.0 User Guide will be updated to clarify these moint

An important effort was also devoted to analyse the way celiding boxes are defined,
highlighting some strong drawbacks of the current method. In some cases, the current method
results in too large bounding boxes leading tlvasstic reduction of theestrictioneffectiveness

A new strategy for defining them anak fcalculating their intersection is proposed in Appendix 1
of Piacentini et al. 2018. Great gains are expected with this new strategy. For exanaple,
Intel(R) Core(TM) i74930MX with 3.0GHz clock, the generatiohthe interpolation weights

from ORCA025 to T359 with the old bounding box definition takes 851 seconds without binning
but still 840 seconds with 500 latitude bins, while with the new bounding box definition it takes
821 seconds without tiing and the time drops to 46conds with 500 bins.

Finally a bug was found and sotfor the bilinear and bicubic interpolations for Cartesian grids
(see Appendix 3 of Piacentini et al). This bugfix is included in the test below and is currently
available in OASIS3MCT sourcecode orthe SVN trunk.

Code gtimisation in sequential mode

A pre-processing keyDTREAT_OVERLAY allows thedetecton of overlapping points due to
periodical or polar closuresThis was added ithe OASIS version of the SCRIP.hah

activatedpnly the point with lowest index is acévand the replicas are masked. dite original
version used to scan the whole grid for every point to be checked (complexity O(n")). The new
version sorts the grid coordinates calling a modified version of the standard heapsort (complexity
of O(n log(n)).This greatly improves thefeciency of this overlap checle.g. reducingt$ cost

from 731 seconds to 0id the orca025 to t359 remappir§jnce the parallelisation would

require extra storage to avoid conflicts while modifying the grid magkasdeaded to keep
thisimprovedtreatment sequential.

The part of the code associating a complementarynmasked nearest neighbour to roasked
target cells that are not involved in any conservative(HRACNNEI option)was also

optimised.These modificatins significantlyenhance the performance of OASIBr example,
the computing time of thiwhole complementary nomasked sighbour treatmerfor the T359

2 For bilinear and bicubic, we also noted that grid point has at least one neighbour from the original
bilinear/bicubicstencil maskeda distance wehted sum of the 4 nearegin masked neighbour values will be
applied, buthe corresponding fearest neighbowgearch is restricted by the same origbiahing, kading to a

strong dependency betwettre relative position of the selected points anddhm of the binsIt may happen for
example that a source point located at a similar latitude but relatively far in longitude will be chosen instead of a
source point that would be closer in longitude absolute distance but located in another southern or northern bin.
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to ORCAO025 coupling goes down fra283 to 5.9 secondés noted above, this part of the code
was also parallelisedith OpenMP

Preliminary modifications of the SCRIP library to support the parallelisation

Some work was also done to reduce the private workiaignorythat needs to be duplicated for
each OpenMPhread, ashis could easily lead to memory saturatibor exampleinstead of
duplicating on each thread the list of eligible cells resultiognfthe binning restriction in a
mask array, the eligibility test is now directly performed on each thAdsal. evenif the global
addresses of the restricted list of cells to search are duplicated for each thread, indirect
addressing isow used to get the grid information (e.qg. tiell corner longitude) in (nen
duplicated) global grid arrays.

Work was also neded to transform the way the links between source and target cells are stored.
Since more than one bordefra grid cell can cross one cell thie other grid, more than one line
integral can pvide a contribution to eonservativeemapping link ¢ach renapping link

involves one target and one source)céll the origiral version, a new contribution watored as

a new link only ifno corresponding address pairsfaund in the already stored links. This
approactwas not viable in parallel since the ordad the computations is unpredictable aade
conditions are easily encountered. In the new version, every line integral contribution is stored as
a new link At the end of the parallel section, the links stored by each single thread are gathered
into memoryper MPI process andahmemory ighengathered on the master process to be

sorted andvritten to the weight file.

Parallelisation tests andresults

A dedicatedoy coupled modeparallelised with MPI and OpenMkas developetb test and
evaluate the performanoé the new paralletalculationsof the interpolatiorweightson

different gridsused in real coupled systendstypical highresolution(HR) coupled systerwith
one component ruring on theNEMO ocean model ORCAO025 gr{d442x1050 grid points) and
the othe component on a T359 Gaussiaduced grid (181724 grid pointsascreated.
Similarly, a typicalultra-high-resolution(UHR) coupled system usirnthe NEMO ocean model
ORCA12 grid 4322x3147grid points) andhe T7® Gaussiarreduced grid§43490grid points)
was also implemented

The performance of the weight calculation was tested on Mttfwe Bullx beaufixIatel
5.1.2.150 compiler and MPI libraryor the following4 interpolations in both directions (ORCA
to Gaussianreduced and vicgersa): 4 distaneeeighted nearesteighbour, bilinear, bicubic

and conservative first order (with FRACNNEI optioRnr the ORCA grid, aastriction of
neighbouring search with 500 bins is used with conservative interpolatioftloalgccuracy of

the interpolation wouldn't be guaarteed otherwise, see abhwshile the number of bins is
automatically given by the truncation number for the Gaussiduced gridor bilinear and

bicubic interpolations (see abov®eproducibility ofthe results at the machine precision (due to
different operation ordey was validated.

Results are shown on Fig.3 for ORCA025 to T83R) and on Fig.4 for ORCA12 to T799
(UHR), for 1,2,4,8,20 and 40 OpenMRread and 1,2,4,8,16,32,64,128 and possiig MPI
tasks, i.e. a total of 1,2,4,8,20,40,80,160,320,640,1280,2560 and 5120 Ofeadti2 40
threads correspond to the number of physical cores per ndazkaahy).
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Figure 3: Time for the interpolation weight calculation as a function of the
total number of OpenMP tasks fdifferent interpolation with the new parallel
version of the SCRIP library for tHdR case ORCA025(1442x1050)o0 T359
(181724)coupling.
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Figure 4:Same as Fig. 3 but for th¢HR case ORCA12 @322x3147F to T799
(843490) capling.
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For distanceweighted nearesteighbour (distweight), bilinear, bicubithe large number of
source points considered in the segrahbin restriction is applied as explained ab®leys

down the calculation at low resourdas favoursthe goodscaling for up td280threads for HR
and up to 2560 tasks for UHR higher scalability would be achieved with a better load
balancing, which is made difficult by the heterogeneity of the operations per target grid point
(complementaryeighboursearch, terative loops...).

For the conservative interpolatiocofisery, the hybrid parallelisatiogairns are also very
significant but here are some assumptions to explain thedatsble behaviour of this
interpolation:

* atlow resources, better performamcebserved in comparison to the other interpolation,
due to the bin restriction

* alarge load imbalance between the different threads affects performance due to the
variable number of possible neighbours to check

* the scalability limit is about the samar &ll interpolations and agaithis isexplained by
the calculation heterogeneity per target grid pant{plementaryeighbour search, pole
projections at high latitudes)

In Fig. § we compare theomputatiortime for four interpolations, in green with the SCRIP
library beforeparallelisation (OASISMCT_3.0 versiorof the code)andin redafter our
optimizationand parallelisatiomwork (available in OASIS3VICT SVN brancheahybrid) for a
numberof threadghat maximiesthe calculation spegde. 2560for bilinear and conserand
5120 for bicubic and distweighdr HR, and 512dor all interpolationgor UHR). At any
resolution, the new version of the librdeads to a reductioin the weight calculation time &
or 3 order of magnitud@ote thdogarithmic elapsed time axis)

SCRIP interpolation ORCA025->T359 SCRIP interpolation ORCA12->T799
best performance ) best performance
OASIS3-MCT-v3 vs hybrid MPI-OpenMP version OASIS3-MCT-v3 vs hybrid MPI-OpenMP version
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Figure 5 Computationtime for the interpolation weightalculations on one
core with the original OASIS®ICT_3.0 version(green) and with the new
parallel version of the SCRIP librarfred) on 2560 tasks (bilinear and
conserv), 5120asks (bicubic and distweight) féiR (left) and 520 tasks (all
interpolations) fotJHR (right).

The performancef the SCRIP libraryis greatly improved by its parallelisation, even if it does
not reachdealscalability. Further improvemenigould require a thorough rewriting of thgid
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search algorithmsyhich was beyoth the scope of the present woRatential solutions are
discussed in Piacentini at al 2018, including:

* implementation a corretiinning restriction method for distanegeighted, bilinear, and
bicubic interpolation

* improving the load balancing between the different tasks/threads

* acceleration of the distance evaluation replacing expensive trigonometric functions by
simpler multiplications

* introducing an additional level of parallelism by letting all models performing their
weight calculations at the same time, with a preprocessing ofitt@uple
configurationinformation

* inclusion ofthenewMonte-Carlomethodrecently added in thefficial version of the
SCRIP library, tdake benefit of the new GPU capabilities

In conclusion the results obtained hesrehich show a reduction in the weight calculation time of
2 or 3 ordes of magnitude with the new parallel version of the SCRIP libf@arhigh-resolution
grids let us envisage theintimeweight computation at the coupling frequency and opens the
door to dynamical coupling with OASISACT.

O @Amimisation and debugging of the coupling initialisation!

The ISENES2 coupling technology bemolark (Valcke et al. 20173howed that the

initialisation time for the test cases using OASMGT was relatively high compared to other
couplers especially as OASISBICT initialisation phase did not include any remapping weight
calculation Some efforts wre therefore devoted to optimize the initialisation phase of the
coupler by upgrading the MCT library. Significant gains were obtained but the initialization cost
at high number of cores was siiiexplicably high. Fortunately a bug in the initialisativas
identified and solved and the results of these two improvements are detailed here.

O@A@L @pdate of MCT library from version 2.8 to 2.10.betal!

The technicateportGDASIS3MCT_4.0 Timing Study with MCT 2.10.bet@{Craig & Valcke,
2018)details the gain obtained by upgrading the MCT libfesyn version 2.8 to 2.10.betal
which includes some optimization in the router initialization. The tests were done on MZtZo
France Bullx beaufix for the VHR test case with 1600 and 3600 tasks per mempaith Intel
16.1.150 compiler and the Intelmpi 5.1.2.150 MPI library. Tfemint timingmeasures
included in this report have already been presented in sectionMoie3that alkestspresented
here after also includie initialisation bug fixdiscussed in section 4.3.2.

Compared to MCT 2.8, MCT 2.10.betal improves by one to two orders of magnitude the
performance of the initializeon of the MCT routers for the VHEst casé The benefits for
upgrading from MCT 2.8 to MCT 2.10.betal asagticularlysignificantfor complex
deconpositions and rearrangements.

For the VHR case (3000x3000 grid points) on 3600 cores per compdweeltCIT upgrack
reduces the total initialization time in OASKMBCT from betweenl and3 minutes tdl0-20
second for theVHR case. In particulathe cost to compute the router between the source

3 We recall that the routers define the rearrangement patterns for the sparse matrix multiply and the rearrangement
associated with coupling data between the source and target processes.
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decomposition and the mapping decomposition to support the sparse matrix multiplication on the
source taskssfuinit, see sectiod.13 of the report) is reduced from ~1€cg0 ~0.5 sec on 1600
tasks/component and from ~41 sec to -@.6sec on 3600 tasks/component for the

decomp wghtfile method. And the cost to initialize the router for the coupling rearrangement
between the mapping decomposition on the source taskbatarget decomposition on the

target tasksrputer init, see section 4 of the report) is reduced from ~60 sec-fose6 on 1600
tasks/component and from ~124 sec te/~g&c on 3600 tasks/component, $aH the

decomp wghtfile method.

It can be conclded that the upgrade from MCT 2.8 to MCT 2.10.betal brings in a significant
reduction of the cost of the initialisation phase and this is even more welcome given the extra
initialisation cost of the newecomp wghtfile method, which itself brings signifioareduction

of the run time.

O@A@7?@mpact of initialisation bug fix!

While working on the initialisatiorthe explanation ahe severe slow down of the initialisation
phase at high number of co@sservedn the ISENES2 coupling technologyenchmarks(see
e.g. Valcke eal 2017 Fig 3a for the VHR cased Fig 5a for the VHR_oppdec casas found.
The problemwascaused by some concurrent writingoithe OASIS3MCT debug file by all
tasks even for the \eer level of debugging. Figure 6 and 7 shibv striking impact of the bug
fix for the VHR_oppdec andor the HR_tutoriatest case respectivelystill on MZtZeFrance
Bullx beaufix with Intel 16.1.150 compiler and the Intelmpi 5.1.2.150 MPI library. Note that
these tests includbeupgrack to MCT 2.10.betal described in section 4.3

For VHR_oppdeckig. 6shows a reduction of 99% for the whole initialisation time at 10240
cores forthe bug fixed versiofOASIS3MCT_4.0 m the graph) as compared to OASIS3
MCT_3.0. For HR_tutorial, the gain issal very important witla reduction of 82%s shown on
Fig. 7.

It can be concludethat this bug fixthat will be available in OASIS®ICT_4.0 may have some
significant effect in real coupled systems, especially for systems with short run length for which
the impact of the initialisation cost is relatively higher.
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Figure 6: Time for the coupling initialisatiorwith respect to the number of
tasks/cores used for each compomantelfor the VHR_oppdec testase, for
the previous OASISBICT_3.0 version (d& blue) and for the brancttc17b
r2069including the initialisation bugfixactivatingthe decomp _1d (light blue)
or decomp_wghtfile (red) methodhat will be available in the next OASIS3
MCT_4.0 release.
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Figure 7 Time for the coupling initialisation with respect to the number of
tasks/cores used for each component model for the HR_tutorial test case, for
the previous OASISBICT_3.0 version (dark blue) and for the branch7b
r2069including the initialisation bugf, activating thedecomp 1d (light blue)

or decomp wghtfile (red) method that will be available in the next OASIS3
MCT_4.0 release.
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O@OEB%$&'#$()*(+*,-(.'- CONSERV operation!

The global CONSERYV agration available in OASISBICT ensures the global consetioa of a
remappectoupling field This operation computes the integral of the coupling field before and
after the remapping and redistributes the difference on the target grid po@&SIS3

MCT_3.0, thisglobal CONSERVhasonly two options pfb andopt. Optionbfb enforces a bit

for-bit transformation regardless of the component grid decomposition or number of processes
In bfb the entire field is gathered from the different component processes to the master process
andthatprocesgerforms the glodil integration and then broadcasts the resulting sum oohet
component processes. Optigyr carries out the global conservation with an optimal algorithm
using less memory and a faster approach: a local sum is performed on each fhrosedscal
sums aresert to all other processemdall processes can then compute the global sum of all
local sums. This is more efficient than #yé algorithm but does not ensure-fot-bit
reproducibility when the grid decompositiontbe number of processes of the comporient

changed.

There are now fiveptions (sum8, lsum16, ddpdd, reprosum andgather) to compute the global
sums in CONSERMWOptiongather andisum8 are respectively equivalent to the formag@r and

opt options. Thdsum16 works just likelsum8 but uses quadruple precision to compute the local
sums ad to carry out the scalar reductiofihe cosof Isum16 will be higher tharisums, but

there is a greater chance that results will bédptbit for different decompsitions.The ddpdd is

a parallel doubledouble ajorithm using a single scaleeduction (He and Ding, 2001)his
algorithmshould behave betweéwm8 andlsumi6 with respect to performance and
reproducibility. The third new algorithmeprosum, is a fixed poibhmethod based on ordered
double integer sums that requires two scalar reductions per glohaMirin and Worley,

2012) The cost of-eprosum will be higher than some of the other methods, but it is expected to
produce bifor-bit results on differentaisk counts except in extremely rare cases, and the cost
should be significantly less than theher method.

cores CONSERV | CONSERV | CONSERV| CONSERV| CONSERV| CONSERV
mapping | unset Isum8 Isuml6 ddpdd reprosum | gather
48, src 4.00 8.27 16.78 10.65 17.34 117.72
48, dst 4.39 8.02 16.59 10.42 16.98 142.12
180, src 1.25 2.21 4.59 2.87 4.85 126.91
180, dst 1.56 2.26 4.62 2.92 4.90 130.01

Tablel. Compaison of pingpong times for HR_tutoriadn Lenovo on 48 and 180
coresper componentwith the CONSERYV optioroff (unset) set tolsums8 (opt in
OASIS3MCT_3.0), Isuml6, ddpdd, reprosum and gather (bfb in OASIS3
MCT_3.0. Times(in secondspare accumulated over 1000 pipgngs for a single
coupling field in each direction. Two trials of each case were carried out and the
minimum time is shown. Differences between trials were less than 2% except for
thegather case where variations in timéwp to 10% were observed.

Table 1shows theing-pongtimingsfor theHR _tutorialcase on Cerfatkenovo clustefusing
thelntel compiler andMPI 5.0.3.04§ for four different configurationsombiningsrc or dst for
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the remapping location (either orettasks of the sour@®mponentsrc, orthetarget
componentdst), for 48 and 180 cores per componemth CONSERV unsetandCONSERV

set tolsum8 (equivalent tapt in OASIS3MCT_3.0),lsum16, ddpdd, reprosum, andgather
(equivalent tabfb in OASIS3MCT_3.0). The CONSERYV operation increaghe pingpong

time by at least 50% regardless of the method used, agdrflee option stands out with respect
to cost.Thelsums is the fastest CONSERV method whileyrosum is probablythe besthoice

if bit-for-bit reproducibility is sought as only slightly more expensivéhanisum16, butits
reproducibility characteristics are significantly better.

In conclusion, theeprosum option should be considered as the first choice as its performance
andreproducibility characteristics are good. Howevenew using CONSERYV, it is important to
test the performance of various methods and consider carefuBgithdificrequirements. Of
course, when possible, mapping weights that are inherently consersativ as area overlap
conservative sbuld be used to avoid use of agipbal CONSERYV operation.

O@Rd@itional tests realized with IS;!"1#$%8&'()*+,-%.I"#$%&( s!
O@P@L@"#$%&' (& "HIS%&) HEV&H" " #" ()" Yo+ %" 1+

The runs presented in this sectigare motivated byhe results of the FENES2 coupling
technology benchmarks, which showed that OASNE3T was systematically about 5 times
slower than the other couplers for the coupling exchafsgese.g Valcke et al 2017 Fig 3b for
the VHR case and Fig 5b for the VHRppulec case)

In the ISENES2 benchmarks, the grids of the coupled component models are the same and
therefore no remapping is needed. However, for the test cases implemented with-OASIS3
MCT_3.0, we forced the activation of the sparse matrix multiplicatr@weight matrix being

in this case the identity matrix, so to be representative of real coupling exchanges usually
involving a remapping. In the additional tests performed with the VHR test case on Bullx
beaufix, we removed thimmaecessargtepfor comparison

Figure 8presents these new resutigether with the previous iIENES2 benchmark results run
on Bullx Occigen at CINE8singIntel compilerl5.0.3.187and bullxmpi 1.2.9.2We see that
withoutthe forced remapping, OASISBCT performs as wels, and even better at very high
number of cores, than the other coupling technologies.
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Figure 8 Time for a pingpong exchange with respect to the number of
tasks/cores used for each component for the \{e® case run on Bullx
Occigenwith YAC (bladk), OpenPALM (dark blue), ESMF (red) and OASIS3
MCT with forced remapping (green), and on Bullx beaufix with OASNE3T
with (pink) and withoutl{ght blue)forced remapping.
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Additional runs using the I ENES2 coupling technology benchmark test cases were also run on
Marconi KNL to investigate the behaviour of OASISIET on this type of platformviarconi is
CINECA class Tiet0 supercomputer, based on Intel” Xeon Phi2 productnfiddy OKnights
LandingGKNL) alongside with Intel” Xeon™ procesor E52600 v4 product family It has

been cedesigned by Cineca on the Lenovo NeXtScale architeckheetestgpresented on

Figure 9wererealized with the VHR and VHR_oppdec test casetheMarconiKNL partition

with branchOASIS3MCT_3.0_branch r200@ith Intel mpiifort compiler andmpi 2017.3.196
thanks to an allocation &0 000 core hourgrantedo ESIWACE.
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Figure 9 Time for a pingpong exchange with respect to thamber of
tasks/cores used for each component for the VHR test case (lower blue curve)
and for the VHR_oppdec test case (upper blue curve) run on Marconi KNL
partition.

We can conclude that OASISBCT behaves similarly on Marconi KNasother platforms

teged and showa nice, almost perfecscalabilitycurvefor up to O(16) cores/asks per

component for the VHR test case and a very reasonable behaviour for the VHR_oppdec test case
involving much more communication.

O@DIBY&'S($)*+$-". !

Forthesake of comleteness, additional developments realised in the lastd#h period are
briefly described here, as they will be newtteas offered by OASIS’CT_4.0.

Bundle fields

Theability to couple a butle of 2D fields via extension of the OASISBCT callinginterface
was implemented, i.enaextralastdimension is supported in tifield arrays sentoasis put) or
received(oasis_get) through OASISAMCT API. Different bundled fields can have different
numbers of fields, but for a given bundled field, the nendj fields must match on the send and
receive side Thebundledfields must share a common partition and comeauplingsettings
(e.g.remapping@. While this is a useful feature for muléivel fields, this does not mean tiz
interpolation is suppted Each field in the bundle is treated internally as a sepatafesld in

the coupling layer without any information about the relationship between the fields in the
bundle.
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Automatic coupling restart writing

An optional argumenirite restart was adled to thevasis_put routine. This argument is false by
default but if it is explicitly set to true in the co@egouplingrestart file will be written for that
field only for thatcoupling timestep, savirthe data that exists at the time of the.call

Exact consistency betwedéime number ofveights and fields

Exact consistency is novequired between number of weightddsin the coupling restart file
andthearrays passed as argunsiottheoasis_put routine For example, for a" order
conservative remapping (CONSERV SECOND), 3 weights are neguk8 fields must be
provided as arguments ite value of the fieldfs gradient with respect to the longitude and its
gradient with respect to the latitudeor a first order conservativemapping (CONSERV

FIRST), only one weight and one field are needed. Using a weight file with 3 weights for a first
orderconservative remapping nolongerallowed.

Modifications in the namcouple configuration file

Thenamcouple reading routine was clead up includingarefactoing of thegotos andcontinue
statementsaddtion of few reusable routines including an abort routneenoal of some dead
code addtion of support for blank lines (which ar@w consideredomments)remozal of
requirement thiakeywords start at character 2 on a Jirgno\al of requirement for $END in the
namcouple, andupdats tosome error messages

New functionalitieswith corresponding new namcouple keywords

*  $NUNITNO: specifiethe minimum and maximum unit numbers to bedusor input and
output files in the coupling layer.

* 3$NMAPDEC: indicates the mamng decompositiomethod to be used, either
decomp 1d or decomp wghtfile (See sectiod.1)

* $NMATXRD: indicateshe mettod used to read mapping weights, eittvég andceg. In
bothmethodsthe weights are read in churtkgthe model master task. Witlhe orig
option, the weights are then broadcast tother tasks and each taslen saves the
weightsthat will be applied to its grid points. Withe ceg option, the master s& reads
the weights and thedentifies towhich other taskeach weight should sent A seres
of exchangesare then done witeachother task involving just theeights needely that
other task Theorig method sends muchare data but is more parlll while the ceg
method does most of the work on thaster taskut less data is communicated.

* 3INNOREST: if true, OASIS3MCT will initialise any variable that normally requires a
couplingrestartfile with zerosif that file does not exist
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Different test cases were used to evaluate the performance improvement of @ASTS8ong
the course of the developments. We describe here in more detalsiEheutorial @)VHROor
OVHR_ppdecO test cases to which we refer regularly along the text.

Ping-pong exchanges

In all these test cases, pipgng exchanges are implemented between twaoooyponents

Toy componentsre F90 programs that dot include any physics or dynamics, likesal

geophysical model would do, but that implement realistic exchanges of coupling fields defined
on specific grids.In a pingpong exchange (see Figure 1 in Valcke et al. 20h&)fitst

component uses some priming mechanism (here a simple init@iizgt an analytical function

based on the spatial position of each grid point) to define its input coupling field at the beginning
of itsfirst time step, calculates autput coupling field (witra simple relatiorsuch as adding 1

to each field valueand sends it to the second component. The second component receives it at
the beginning of its first time step, calculates its output coupling and sends it back to the first
component that receives it at the beginningss$econd timestep.The time for ging-pong

exchange is calculated as the difference between time measures taken before the send action of a
particular time step and the receive action at the next time step in the first compbmnsime
includes a full baclandforth exchange betweehe two components.

HR tutorial

HR _tutorial is a toy coupled ndel with 100 time steps implementing a pingng exchange
between a component using the NEMO ORCAO025 grid with 1021x1442 grid points and a T799
Gaussian Reduced grid with 843 000 grid points.

VHR

VHR stands folOVery High ResolutionO and is one test case of 4BBIES coupling

technology benchmark. titins 100 time stepmplementinga pingpong couplingexchange
between two componestunning on the same regular latituld@gitudegrid with 3000x3000

points. The grid domain is decomposed over the number of cores available for the component
with the same asquareas possible partition.

VHR_oppdec

VHR_oppdecstands folOVery High Resolution with opposite decompositionO and is also one

test case of the ¥&ENES coupling technology benchmark. As tiee VHR test case, iins 100

time steps implementing pingpong coupling exchange between two components running on

the sane regular latituddéongitude grid with 3000x3000 points. However, the partitions are in

this casalefined with an aspect ratio as big as possible and as OoppositeO as possible for the two
grids.For example if 24 cores are used for each component, ongefile 24 OlatitudinalO

partitions of 125x3000 grid points while the other will define 24 OlongitudinalO partitions of
3000x125 grid points.
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The different steps of themmunication for th&ecomp 1d anddecomp wghtfile options are
described here with a very simple example involving two models, the source one with 4 grid
cells running on 2 tasks/cores psl and ps2, and the target one with 8 cells running on 2
tasks/coresti and pt2In this example, the remapping is performed on the source tasks.

Source Target
Physically,

- 34 11213]4 12 overlaps 1 and 2,

34 overlaps 3 and 4,

56 78 s|6] 7| 8 56 overlaps 5 and 6,

78 overlaps 7 and 8
A With regard to decomposition
psl 12 56 i 1315 ‘ r, ptl 12 and 56 are on psl
34 and 78 are on ps2

ps2 34 73 > 1al 6l 3 pt2 1,3,5,7areonptl

_ 2,4,6, 8 are on pt2

This figure illustrates the geographical overlapping of the different cells (top) and the
distribution of the cells on the tasks/cores (bottom). For example, the sourt2 cedrlaps
target cells 1 and 2, which are respectively managed by target tasks ptl and pt2 respectively.
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@, Source tasks psl & ps2 Target tasks ptl & pt2
Al
psl 12 56 1Tff2¢(3]) 4 1 B 7 | pt2
ps2 34 78 s|l6fl 7] s 2|4l 6|8 | pt2
&)
psl 12 56 Ll-12 || 3 |[ 4 1|(3]|s|7]| pt2
ps2 34 78 56 (718 24| 6|8 | pt2
L]
psl 12 56 1(2])[3]f4 113 5|7 | et
ps2 34 78 s 6]l 7] 8 3 .— : 2|al6]8| P2

This figure illustrates the communication scheme established wittethep 1d method. In A, the
mapping decompositioof the target grid pointsn the source tasksdefined by a trivial one
dimensional approach: grid points 1, 2, 3 & 4 are assigned to source task psl and grid points 5,6, 7 & 8 to
source task ps2. B illustrates the rearrangement of the source grid decomposition to the mapping
decompositioninvolving 4 messages (pshpsl, psl- ps2, ps2 psl, ps2 ps2) among which 2 are non
local. C shows the rearrangement from the mapping decomposition to the target decomposition on the
target taks, involving 4 messages (psptl, psl- pt2, ps2- ptl, ps2 pt2) all being non local.

decomp_wghtfile I Source tasks ps1 & ps2 Target tasks ptl & pt2

2]
psl 12 56 L) 2)5]e 13|57 pta
ps2 34 78 3 (a4 7]8 2|4 6|8| pt2
8]
psl 12 56 14[ 211516 1|3]s|7] et2
ps2 34 78 3(la]l7].8 2|4 6|8 | Pt2
]
psl 12 56 1()2]]s]fe i 1|3 7 | pt1
ps2 34 78 3([afl 7] s 5 |2|4af[ 6|8 | Pt2

With thedecomp wghtfile method the weights are used to define the mapping decomposition of the
target grid points on the source tasisd points 1, 2, 5 & @re assigned to source task psl and grid
points 3, 4 7 & 8 to source task psZhe rearrangement from the source decomposition to the mapping
decomposition (B) therefore is much simpler and involves only 2 local messages and the rearrangement
from the mapping decomposition to the targatahepositon on the target tasks (C) still involvésion
local messageas fordecomp 1d.
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Dear OASIS users,

we are drawing some guidelines for interfacing a hybrid MP1/Opepa&llel component and
OASIS. If the codes you are coupling or you are planning to couple in a near future have multi
threaded capabilities, weOd be grateful if you could answer a quick survey helping us in
preparing fully representative examples and toys.

Questions have different degrees of technicalities: feel free to skip what sounds too geeky.

About multithreading handling:

Q1) Does your application uses OpenMP or pthread ?

Q2.1) If it uses OpenMP, please provide a short description of thethmelidng strategy,
focusing on how many parallel regions are invoked and where, the use of implicit or
explicit task scheduling, the presence@fuctions, critical sectionsatomic instructions
or other synchronisations, the usei@gle or master sectionsetc. What is the minimum
OpenMP standard compliance required (2.0, 3.0, 3.1, 4.0) to the compiler ?

Q2.2) If it uses pthread, please provide a short description of thethraliding strategy.

About the layout of the Hybrid MPI + multihread hybrid parédlism (at least for code

components dealing with the coupling):

Q3) Is the MPI layer using one process per node, per socket, per core, or other?

Q4) How many threads per MPI process are active at most?

Q5.1) If the multithreaded layer relies on OpenM#w is the scheduling of tasks (or threads)
implemented: implicit tasks at loop level (or workshare) or explicit tasks? Is the
scheduling static, dynamic or guided?

Q5.2) If the multithreaded layer relies on pthreads, please, list specific pthread $cthitaire
could have an impact on the coupling implementation.

Q6) What is the required MPI thread support at MPI_ImMPI THREAD FUNNELED,

MPI THREAD SERIALIZED or MPI THREAD MULTIPLE?

Q7) WhatOs the strategy for the internal MPI communications amongesises and threads of
the component code: outside muhireaded sections, funneled through#herer thread,
funneled through aingle section, multiple from individual threads (and in such a case,
please provide hints on the adopted tagging strategy)

Interactions with the coupléor with forcing input and fluxes output in forced mode):

Q8) Are the code components dealing with the coupling inside a singlethmadded region
(possibly higher in the call tree) or do they contain both serial and-tm@tided regions?

Q9) If there are both serial and muhireaded regions, are the interactions with the coupler (or
the forcing and fluxes) only in the serial MPI process code (i.e. outsid@MRy
PARALLEL or similar construct) or can they be within muhreaded regions?

Q10) If they are within mukithreaded regions, do they go through a single (possibhydkver)
thread or are they invoked from individual threads?

Q11) Are the computed fields (e.g. the prognostic 3D atmospheric fields) stored ds share
variables (with threads only sharing the extent of the loops or, more generally, the
workload) or as a collection @ireadprivate (or plainly private) variables ?
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Q12) Are the coupling fields directly received (or produced) with the same storageystisateg
used in computations, or do they need to go through manipulations (like, for instance, 2
indices # 1 index mapping, masking and compression, etc)?

Q13) If the fields donOt need to go through manipulations, are they exchanged directly from the
computirg storage location (e.g. the surface level of a 3D field) or are they copied to/from
a temporary buffer?

Q14) If the fields go through manipulations and the code isttuéaded, are the manipulations
multi-threaded or performed only by a single thread ?

Summary of the strategy

Q15) If the coupling exchanges are performed by a single thread (possibly the master) within a
multi-threaded region, accordingly to the answers of the previous paragraph and referring
to the images in the following table, whichtbe following configurations best represents
your case? Please describe another summary configuration if none fits.
Notice that sukpoint x.1) refers to question Q11, spbint x.2 refers to question Q12, sub
point x.3 refers to question Q13, transitlmetween supoints x.1 and x.2 refers to
question Q14.

a) a.l1) the computed fields aresttured memory
a.2) the coupling fields are taken from the computed field storage
a.3) the coupling interface works directly on them (fromzer thread)

b) b.1) the omputed fields are distributeth(eadprivatgamongst threads

b.2) the coupling fields are a simple recollection in an eXttaed array of data coming as it is
from the computed fields

b.3) the coupling interface works directly on the recollected shiged (frommaster thread)

c) c.1) the computed fields aresharednemory

c.2) the coupling fields are taken from the computed field storage

c.3) prior to coupling they are manipulated and transformed into exchanged fields:aythe
thread (using>draprivate memory)

d) d.1) the computed fields are distributétréadprivateamongst threads

d.2) the coupling fields are a simple recollection in an eXiuaed array of data coming as it is
from the computed fields

d.3) prior to coupling they are manipulated and transformed into exchanged fieldsrasthe
thread (using extrarivate memory)

e) e.1) the computed fields are eitheslarednemory orthreadprivaténot relevant here)
e.2) the coupling fields are migulated in extrakared memory and prepared for the exchange
e.3) the coupling interface works directly on the manipulsieckd fields (frommaster thread)

f) f.1) the computed fields are eithersharednemory orthreadprivaténot relevant here)

f.2) the coupling fields are partially manipulated in extrared memory before the exchange

f.3) prior to coupling the manipulations are finalized and the coupling fields are transformed into
exchanged fields by theaster thread (using extrarivate memory)
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b)

<)
Computing
Computing
Coupling collect
manipulate Coupling
API
manipulate
API
Computing Computing
manipulate manipulate
AI=>I manipulate
API

Table 1. Foreseen hybrid parallel code coupling configurations
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Optional information: some statistics on taegeted computing environments

Target platform :

- manufacturer, processor series, number of sockets and cores per socketmmaleach
maximum memory per node

Target compiler :

- fortran / ¢ compiler : distribution, release and version number

- supported version of OpenMP

Target MPI library :

- distribution, release and version number

- multi-thread support level

- MPI 3 support

Finally, please indicate if you would agree in answering some specific questions in private if
weOd need to thoroughly enter the details of your code configuration.

Thank you very much for your time and attention.
The OASIS development team
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